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Abstract

Discounting has long been seen as due to time preference. Gabaix & Laibson (2017)
proposed an As-if discounting model, which suggests that discounting is, in fact, due
to the simulation noise associated with forecasting future utils. This paper presents
the results of an experiment designed to test such model. Specifically, we introduce
cognitive load and test its differential effect in the gain compared to the loss domain.
As predicted by theory, the results show that people are more impatient in the gain
domain than the loss domain, and such difference is exacerbated by higher cognitive

load.
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Understanding how individuals make intertemporal trade-offs has important economic implica-
tions, such as understanding behaviors like saving and borrowing. Time discounting refers to
individuals’ preference for earlier over later rewards. It has long been seen as due to fundamental
time preferences, i.e. people who exhibit heavier discounting of later rewards are more impatient.
However, a new line of research has suggested that discounting is due to noisy signals of future
events. Gabaix-Laibson (2017) propose that perfectly patient agents act as if they are dis-
counters because of noisy simulations when predicting future events. The as-if discounting model
studies Bayesian decision-makers with a perfectly patient time preference. They don’t know the
true utility of future events, but can mentally generate simulations, and combine these noisy signals
with their priors to form posteriors. Thus, average expectations are shaded toward the mean of
the prior distribution, generating behavior that partially mimics the properties of classical time
preferences.

This paper presents the results of an experiment that tests the “As-if” discounting model
in Gabaix-Laibson (2017) by investigating the main hypothesis, which is implied by the model,
that cognitive load has a differential effect on discounting in the gain and loss domains. We then
break down the main hypothesis into each of the two domains, and further hypothesize that higher
cognitive load leads to more discounting in the gain domain but less in the loss domain. In addition
to the main research question above, we also report results to auxiliary hypotheses including the
baseline difference in discounting in gain and loss domains and the monotonicity violations in each
cognitive load conditions.

We are aware of the literature which shows that people discount more steeply for gains
than losses (Abdellaoui et al., 2009; Loewenstein, 1987; Scholten &Read, 2013; Thaler, 1981),
and existing experiments on whether higher cognitive load leads to greater discounting of delayed
rewards, where the results are mixed (Hinson et al., 2003; Deck & Jahedi, 2015). However, little is
known about how cognitive load affects discounting differently in the gain and loss domains.

Gabaix-Laibson (2017) are part of a larger literature that investigates the problem of deducing
preferences in the presence of possible perceptual biases. An important recent contribution is
Woodford (2019), who also talks about modeling imprecision and the applications on discounting

of future payments, where valuation biases that are commonly interpreted as indicating subjects’



preferences may instead be due to a perceptual bias.

In a more applied perspective, such questions can help us better understand the relationship
between poverty and saving. Mani et al. (2013) find that poverty reduces cognitive capacity,
because the poor must manage sporadic income, juggle expenses, and make difficult trade-offs,
which increase cognitive load. If there is a correlation between poverty and cognitive load, the
results of this paper may add to our understanding of “poverty traps”. The different reactions in
the gain and loss domains are important insights if we want to induce certain discounting behaviors

by framing the payoffs differently to be above or below the prior.
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Consider an agent at time zero, who must choose between two rewards: Farly at date, t > 0 and
Late at date, t+ >t. The agent doesn’t know the true value of Farly reward Ut and Late reward
Ut+ , but can mentally generate unbiased simulation St for the value of the early reward and S+

for the late reward:
St = Ut + ¢
(1)

St+ = U+ + t+ !

Here . is the simulation noise associated with the Farly reward and ¢+ 1is that of the Late reward.
Intuitively, when an event is further in time, the harder the simulation, so we assume that

the variance of the simulation noise increases in time, i.e.,
var(¢) <var( ¢+ )

The agents in the model combine Bayesian priors (a Gaussian density with mean  and

variance S) with the signals St and St+ to generate a Bayesian posterior.
.2
un~ N( 1 u) (2)
The resulting Bayesian posterior distribution by combining the prior (4) and signal St is:

u~N  +D@®(— )(L-D®) 2 ; (3)



where

DB =1, (4)
1+

g

is the as-if discount function, and the variance of her simulation noise is Zt.

We see from (4) that as-if discount rate D(t) is decreasing in the variance of the simulation

2 . . . . .
.. Comparing (2) and (3), we also see that a decrease D(t) leads to a posterior distribution

noise
(3) that is closer to the prior distribution (2). Thus, the model predicts that an increase in the
variance of simulation noise causes agents to form posteriors that are closer to their priors. In other
words, if all future rewards are above priors, i.e., in the gain domain, these rewards will appear
closer to prior and thus not as good; on the other hand, if all future rewards are below priors, i.e.,

in the loss domain, these rewards will appear not as bad. Therefore, we deduct from the model

that agents should be more impatient gain domain than in the loss domain.
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Gabaix & Laibson (2017) predict that cognitive load reduces an agent’s ability to forecast accu-
rately, leading to more discounting. In this paper, we formally introduce cognitive load to the
original model and investigate its differential effect in the gain and loss domains.

Consider an agent under high cognitive load and the same agent under low cognitive load.
We denote the variance of the simulation noise of an event at time t of the high load condition to
be Zth, and that of the low load condition to be ztl.

We assume an increase in cognitive load leads to an increase in the variance of simulation
noise. This is built on the theory that cognitive capacity is a limited resource (Mani et al., 2013;
Mullainathan et al., 2013). Cognitive load manipulation takes up such limited bandwidth, leading
to decreased capacity for other tasks.

2 5 2 (5)

th tl
We calculate the as-if discount rate for the high and low conditions using (4), and denote
the as-if discount rate for an event at time t under high cognitive load as D(t)n, and that under

low cognitive load as D(t);. We have,

1 1
D(h=——— <D(t) = 5 (6)
1+ S 1+ S

Thus, the model predicts that an increased cognitive load leads to a lower as-if discount rate
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(6) , and thus a posterior distribution that is closer to the priors ((2) & (3)). Recalling from the last
section the predicted difference in the gain and loss domains due to the mechanism that subjects
form posteriors that are closer to their priors, we hypothesize that, with the same mechanism,
increased cognitive load exacerbates such difference and has a differential effect in the gain and
loss domains, specifically, it should leads to even higher discounting in the gain domain, and lower

discounting in the loss domain.
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This paper will report the results of an experiment designed to test the above predictions. More

precisely, the hypotheses driving the experiment are:

Hypothesis 0 (HO): An agent is more impatient in the gain domain than in the loss domain. Due

to simulation noise, she views future gain outcomes to appear not as good and loss outcomes to
appear not as bad.

Hypothesis 1 (H1): Cognitive load has a positive differential effect on discounting in the gain

compared to that in the loss domain, specifically:

- H1.1: If all expected outcomes are above prior, i.e., the gain domain, increased cognitive
load makes an agent more impatient. She adopts higher discounting rate and views future outcomes
to appear not as good.

- H1.2: If all expected outcomes are below prior, i.e., the loss domain, increased cognitive
load makes an agent more patient. She adopts lower discounting rate and views future outcomes
to appear not as bad.

Hypothesis 2 (H2): Higher cognitive load causes higher variance in the posterior distribution, which

induces more monotonicity violations, i.e., multiple-switching behavior indicating a reverse of pref-

erence when the late payment is strictly increasing/decreasing.

0 o

The main focus of the experiment is to test the difference between discounting in the gain and loss

domain, and the differential effects of cognitive load on discounting in each domain. Table 2 shows



the 2 x 2 design of the experiment: two types of time preference question (gains and losses) and
two levels of cognitive load (low and high). The former will be manipulated within subject, the

latter between subject.

Uoood 00 2x2 Experimental Design

High Cognitive Load Low Cognitive Load
(97 Subjects) (103 Subjects)
Loss Condition 1 | Across subjects | Condition 2
(8 questions) (N=776) > (N=824)

ﬁ Within subjects I
Gain Condition 3 Condition 4
(8 questions) (N=776) (N=824)

The experiment was designed in Qualtrics software and Javascript. We conducted the ex-
periment in March 2021, with participants recruited using the Amazon Mechanical Turk (Mturk)
platform. Subjects were naive to the main purpose of the study. All subjects provided informed
consent. The experiment takes on average about 15 minutes, including instructions and payment.

200 subjects were recruited according to the following power calculation. Within the gain and
loss domains, respectively, we have a one-sided hypothesis. Assuming a pooled standard deviation

of 0.289T an 80% power, a 95% confidence interval, and an MDES of 10%, we have

_ 4 *(togs + tos)” _

N D2

208

The experiment consists of two tasks, one of which measures time preference, and the other

one manipulates cognitive load.

'In Deck & Jahedi’s (2015) experiment on cognitive load’s effects on inter-temporal choice, the standard error for OLS was
0.032 and 0.026 for the 348 observations for high and low cognitive load. The pooled standard deviation for choosing the Early
option was 0.289. The standard deviation of the choosing the early option across subjects is expected to be similar in this

experiment.
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In each round, participants are presented a binary choice, where they must choose irreversibly
between two rewards: Farly and Late. Participants see 1 decision task per round, either a gain

domain question, or a loss domain question.

Please choose one of the following options

Gain of $2.00 today

Gain of $2.25 in 1 month

Figure 1. Example of a decision task in the gain domain

Please choose one of the following options

) Loss of $2.00 today
() Loss of $2.25 in 1 month

Figure 2. Example of a decision task in the gain domain

Participants will always get two default bonuses today and in 1 month, which controls for
transfer costs. The gains and losses presented in the decision tasks are amounts that will be added
or subtracted to the default base bonuses.

Each Farly option includes an amount Xe which, if selected, will be added /subtracted from
the $3 default bonus today, and the $3 default bonus in 1 month will remain unchanged, i.e., the
participant will receive $3+ X¢ today and $3 in 1 month. Each Late option includes an amount X,
which, if selected, will be added/subtracted from the $3 default reward in 1 month, while the $3
default bonus today will remain unchanged, i.e., the participant will receive $3 today and $3 + X
in 1 month.

Participants see one decision question (either a gain question or a loss question) for each
round i. There are 8 gain domain rounds in which all Xe and X| are positive amounts, where we
denote the early and late rewards Xeg and Xjg. For each gain domain question, Xegj is $2 and Xjg;

is randomly selected, without repetition, from a list of dollar amounts with minimum of $1.25 and



maximum of $3 with constant steps in quarters, capturing implied discount rates that are lower
and higher than 1.
Kegi = 2;

Xigi € {1:25; 1:50; 1:75; 2:00; 2:25; 2:50; 2:75; 3:00}:

Similarly, there are 8 loss domain rounds where we denote the early and late rewards Xg
and Xj;. For each loss domain round,Xgj is -$2 and X)) is randomly selected, without repetition,
from a list of dollar amounts with minimum of -$3 and maximum of -$1.25 with constant steps in

quarters, capturing implied discount rates that are lower and higher than 1.
Xeli = —2;

Xyi € {—1:25; —1:50; —1:75; —2:00; —2:25; —2:50; —2:75; —3:00}:

The questions are symmetrical in gain and loss domains, and the average payoff is zero,
which is intended to maintain an average prior distribution with the mean of zero. In addition,
the sequence of the questions is randomized with gain and loss questions appearing in alternate for
the same purpose. The delay between Farly and Late is chosen to be 1 month based on existing
experimental literature on discounting (Loewenstein & Prelec, 1992; Weber et al., 2007) and the
average payment amount in this experiment. In addition, we take into consideration that the
payment on MTurk doesn’t transfer directly to Worker’s bank account but rather to their MTurk
account, from where the workers can transfer to their Amazon account, workers might be more
indifferent to shorter delays than 1 month because they likely already have a delay in transferring

money to their accounts.
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In each round, in addition to one decision task, the participants see one cognitive load task.
Each cognitive task will be one of the following 3 types: numerical Stroop questions, color Stroop
questions, and Flanker test questions.

The Numerical Stroop Test consists of numbers that are written in big or small font sizes.
Subjects are asked to choose which number has a higher value regardless of the font sizes. The high
cognitive group sees numbers in different font sizes (Figure 3), whereas the low cognitive group

only sees 3-digit numbers in the same font sizes (Figure 4).
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Which number has a higher value?
5 2

Figure 3. Example of a numerical Stroop task for the high cognitive load treatment

Which number has a higher value?

133 252
Figure 4. Example of a numerical Stroop task for the low cognitive load treatment

The Color Stroop Test consists of words written in either red, blue, yellow, or green.
Subjects are screened for normal color vision before the experiment begins. They asked to choose
what color is the word written in regardless of what the word means. The high cognitive load
group sees words that are written in colors that are different from what the words mean (Figure
5), and the low cognitive load group only sees words that are written in colors that are same as

what the words mean (Figure 6).

What color is this word written in?

Blue

Red Blue
Figure 5. Example of a color Stroop task for the high cognitive load treatment

What color is this word written in?

Red

Red

Figure 6. Example of a color Stroop task for the low cognitive load treatment

In each round of the Flanker Test, participants see 5 arrows on the screen, and they should



only focus on the third (middle) arrow. The low cognitive load group only sees red arrows, and
they need to select the direction that has the same direction as the middle arrow. In addition to
the red arrows, the high cognitive load group sees blue arrows in some rounds: if the arrows are in
red, they need to select the direction that has the same direction as the middle arrow, similar to
the low load group. However, if the arrows are in blue, they need to select the direction that has

the opposite direction as the middle arrow.

Please respond to the arrows

=) E=) < ) mn)

Left Right
Figure 7. Example of a Flanker test task that may only appear in the high load treatment

Please respond to the arrows

- ) =

Left Right

Figure 8. Example of a Flanker test task that may appear in both high & low load treatments

These tasks were previously used in psychology and behavioral economics literature to ma-
nipulate cognitive and working memory load (Lavie et al. 2004, Conway et al. 2005). The sequence
of the 3 parts, as well as the sequence of questions within each part are both randomized. All of the
three type of cognitive tasks serve the same function to manipulate cognitive load, the variation
aims to make the experiment less repetitive and more interesting to the participants.

The participants will be randomly assigned into high and low cognitive load groups. The only
difference between the 2 groups is the cognitive load questions that they see. In this experiment,

the decision questions as well as the sequence and timing per round are the same, as the following.
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Frequently in previous experiments that were conducted to test the effects of cognitive load on

inter-temporal choice, tasks that require cognitive control are simultaneously performed with the
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TT2 "BM2 +? "QmM/ Bb b 7QHHQTrb,
RX h?2 +Q;MBiBp2 HQ /i bF biBKmHB rBHH }'bi TT2 7Q R b2+QM/-
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AKTQbBM: i?2bi'B+iiBK2 HBKBib M/? pBM;i?2h bF [m2biBQMb TT:
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QTIBQM 7Q  i? i " QmM/X
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9Xk h2biBM; >y
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rBi?BM 2 +? Q7 i?2 irQ +Q;MBiBp2 HQ /i 2 iK2Mib- r2 2tT2+i iQ b22 M BN
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+Q;MBiBp2 HQ /i 2 iK2MibX

9Xj h2biBM:; >R
h?X BM ?2vTQi?2bBb?Bb T T2  BMp2biB; i2bBbi? i +Q;MBiBp2'BRiB?Hb T
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HQ / ;"QmTb BM i?2 ; BM /QK BM- M/ 6B;m 2 Rk +QKT “2bi? i BM i?2 HQb
i TT QtBK i2Hv Ut4jXyy- vayXkV BM 6B;m 2 RR- 7Q" 2t KTH2- K2 Mb i? i
M2 "Hv T vkK2Mi Q7 0kXyy M/ H i2 T vK2Mi Q7 0jXyy-i?2 7 2[m2M+v Q7 +
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i? Mi?2 2 "Hv T vK2Mi Q7 0k- M/ i?2 TQbBiBp2 2z2+i Q7 +Q;MBiBp2 HQ
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BKT iB2M+2 BM i?2 HQbb /QK BM r?2M i?2 H i2 T vK2Mi KQmMi Bb bK HF
Q7 @OkX >Qr2p2°-bm+? BM+°2 b2 TT2 'biQ #2 H2bb b HB2Mii? M BM i?2
?B;?2° +Q;MBiBp2 HQ / BM+'2 b2b /Bb+QmMiBM; KQ'2BM i?2; BM/QK BM
Bb HQM; i?2 b K2 /B 2+iBQM b i?2Q vX

AMi2 2biBM;Hv- MQi2 i? ii?2 /Bz2 2MiB H 2z2+i Q7 +Q;MBiBp2 HQ / B
bB;MB}+ Mi M/ BM HBM2 rBi? i?2Q v r?2Mi?2 #bQHmi2 p HM2b Q7 i?2 H i
B+ HHv- 7Q  H i2 T vK2Mi4@0j- ?B;? +Q;MBiBp2 HQ / ;¥QmMOM2bHQBb+Qm
HQ /;"QmT- +?2QQbBM; i?2 1 "Hv *?2QB+2 H2bb 7°2[m2MiHVX PM i?2 Qi?2"
T 2pBQmbHvV K2MiBQM2/- ?B;? +Q;MBiBp2 HQ / ;" QmT ? b #/@prPQmMi ~ i2 |
HQrHQ /;"QmT bi?2H i2T vK2Mi BM+"2 b2biQ 0jX 6m i?2" 2tT2 ' BK2Mib
+QmH/ bim/v B7 i?2i°2M/b +QMiBMm2 BMiQ 2p2M H ;2 #bQHmi2 KQmM
0jX8- 0jXd8- #v BM+'2 bBM; i?2 /27 mHi #QMmb2b iQ KQ 2 i? M 0jX

6B;m 2 RkX 6 2[m2M+v Q7 1 "Hv *?QB+2 BM i?2 GQbb .QK BN

hQ 7Q°K HHv i2bii?2/Bz2'2MiB H 2z2+i BM >R-r2 M Hvx2i?2b K2 2
ji-7Q+mbBM; QM i?2 +Q2{+B2Mi bbQ+B i2/ rBi? i?2/BM222MIBIMN QZ7 K- i? |
+Q;MBiBp2 HQ / BM ; BM p2 bmb HQbb /QK BMbX S 2+Bb2Hv- Bi Bb M 2bi
Bb i?2 /Bz2 2M+2 #2ir22M ?B;? M/ HQr HQ / BM i?2 ; BM /QK BM i? M bm

Re



/IQK BM- BX2X-

Prob(Early nchoice= 1jGain ndomain&High nload)
Prob(Early nchoice= 1jGain ndomain&Low nload)
Prob(Early nchoice= 1jLoss ndomain&High nload)

Prob(Early nchoice= 1jLoss ndomain&Low nload) udv

h?2 TQbBiBp2 bB;M bbQ+B i2/ rBi? i?Bb BMi2" +iBQMi2"K Bb +QMbBb
i? i1i?72/Bz2°2M+2 #2ir22M ?B;? M/ HQrHQ /BMi?2; BM/QK BM Bb ?B;?2
i?72 HQr /QK BMX >Qr2p2 ' -r2/Q MQi }M/ bm+? /Bz2 2MiB H 2z2+iiQ #2 bB;|
Bb TQbbB#H2 i? ii?2 b KTH2 bBx2 Bb MQi H ;2 2MQm;? Q  i?2 /Bz2'2M+2
Bb MQi bB;MB}+ Mi2MQm;?- M/ 7mim 2 2tT2 ' BK2Mib KB;?i b?Qr bB;MB}-

9XjXR h2biBM; >RXR >RXKk

L2ti-r2 b2T " i2i?2; BM M/ HQbb /QK BMb M/ BMp2biB; i2 i?72 2z2+ib Q7
/IQK BM BM/2T2M/2MiHV iQ #2ii2° mM/2 bi M/ 2 +?2 Q7 i?2 irQ 2z2+ib i? i -
iB H2z2+i M Hvx2/ #Qp2X g2 2+ HH i?2 i?2 bm#@?vTQi?2bBb >RXR i?
/IBb+QmMiBM; BM i?2 ; BM /QK BM- M/ >RXk i? i +Q;MBiBp2 HQ / /2+ 2 b
/QK BMX

h #H2 9 "2TQ ibi?2 PGa "2bmHib Q7 i?2 +Q;MBiBp2 HQ /6b 2z2+i QM i?
BMi?2 ; BM /QK BM- +QMi QHHBM; 7Q" i?2 + i2;Q°'B+ H/ i Q7 i?2  iBQ
KQmMib- M/i?2 'QmM/ 7Q 7 iB;m2X h?2 bi M/ /2 °Q  Bb +Hmbi2 2/ QM

h?2 +Q2{+B2Mi bbQ+B i2/ rBi? ; BMn/QK BM Bb M 2biBK i2 Q7

Prob(Early nchoice= 1jGain ndomain&High nload)

Prob(Early nchoice= 1jGain ndomain&Low nload) U3V

AM HBM2 rBi? i?2Q"v- r2 }M/ K “;BM HHv bB;MB}+ Mi- TQbBiBp2 2z2+i
/IBb+QmMiBM;- bmTTQ iBM; >RXR i? i BM i?2 ; BM /QK BM- BM+'2 b2/ +Q
KQ 2 BKT iBQK?2 /QABb?2Bb+QmMiBM; " i2 M/ pB2rb 7mim 2 Qmi+QK2b i
b;QQ/X

Rd



h #H2 9z2+i Q7 *Q:MBiBp2 GQ / BM i?2: BM .QK BM

aBKBH "Hv- h #H2 8 "2TQ ib i?2 PGa "2bmHib Q7 i?2 +Q:MBiBp2 HQ /&
2 "Hv +?QB+2 BM i?2 HQbb /QK BMX >2°2-i?2 +Q2{+B2Mi bbQ+B i2/ rBi?
Q7

Prob(Early nchoice= 1jLoss ndomain&High nload)

Prob(Early nchoice= 1jLoss ndomain&Low nload) UNYV

h?mb-r2/Q MQi }M/ bB;MB}+ Mi2z2+i Q7 +Q;MBiBp2 HQ / QM /Bb+Qn
g2 + MMQi "2D2+ii?2 MmHH ?2vTQi?2bBb i? ir?2M +?QB+2b "2 BM i?2 HQl
M/ HQr +Q;MBiBp2 HQ / "2 i?2b K2X >Qr2p2°-r? i Bb BMi2 '2biBM; #Qmi
M/ >RXk Bb i? ii?2 /Bz2 '2M+2 BM i?2b2 Q#b2p iBQM Bb HQM; i?2 b K2
T 2/B+ibi? ii?2 2z2+i Q7 BM+ 2 bBM; BKT iB2M+2 /m2 iQ +Q;MBiBp2 HQ
i? MBMi?2; BM/QK BMX

h #H2 82z2+i Q7 *Q:MBiBp2 GQ / BM i?2 GQbb .QK BM

R3



9X9 h2biBM; >k

6BM HHv-r2 ?2vTQi?2bBx2/i? ii?2 ?B;? +Q;MBiBp2 HQ /;"QmT 2t?B#Bib K
? pBQ'  /m2iQ ?B;?2 ' p "B M+2 BM TQbi2'BQ"  /Bbi'B#miBQM /m2 iQ BM+
MQBb2X 6B;m 2 Rj 2TQ ibi?2 KmHIBTH2@brBi+?BM; #2? pBQ BM 2 +? +(
i72Q°v- i?2 HQr +Q;MBiBp2 HQ / ;"QmT b?Qrb ?B;?2  7°2[m2M+v Q7 brB
2 +? ; BMfHQbb /QK BM- M/ i?2 ?B;?2" +Q;MBiBp2 HQ / ;"QmT 2t?B#Bib |
KQMQiQMB+Biv- brBi+?BM; b K Mv b8 M/eiBK2bX

6B:m 2 RjX JOMQiQMB+Biv oBQH iBQMb

>Qr2p2°-i?2 K2bb ;2 7°QK 6B;m 2 Rj Bb Kmi2/ BM i?2 PGa 2; 2bbBQ\
r?72°2r2°2;°2bb i?2 pBQH iBQM /mKKv r?B+?i? ii F2bi?2 p Hm2 Q7 R B7 i
R- QM +Q;MBiBp2 HQ /;"QmTX h?2/Bz2 2M+2 BM KmHiBTH2@brBi+?BM; #
i?72 irQ +Q;MBiBp2 HQ / ;’QmTbX h?Bb KB;?i #2 #2+ mb2 i?2 b KTH2 bBx2
7m i?2° M HvbBbi? i+ Tim 2bi?2/i BMKQ 2/2i BHbbm+? bi?2/Bbi M+

b?Qr KQ 2 bB;MB}+ Mi "2bmHibX
h #H2 e QMQiQMB+Biv oBQH iBQM

RN



8 *QM+HmMbBQMb
h?Bb T°'QD2+i T 2b2Mibi?2 "2bmHib Q7 M 2tT2 BK2Mi i2biBM; i?2 "2+2Mi
T2 +2Tim H#B b BM bBKmH iBM; 7mim 2 2p2Mib- " i?2 i? M "2~2+iBQM
bT2+B}+ HHv- Bi i2bib i?2 /Bz2 ' 2MiB H 2z2+ib Q7 +Q;MBiBp2 HQ / BM i?
T 2/B+i2/ #v i?2Q v-i?2 "2bmHib b?Qri? i T2QTH2 2 KQ'2 BKT iB2Mi BM
HQbb /QK BM- M/ bm+?/Bz2 '2M+2Bb 2t +2°# i2/ #v ?B;?2  +Q;MBiBp2 HQ
BM+ 2 b2b BKT iB2M+2 BM i?2 ; BM/QK BM- #mi i?2 2z2+i Q7 +Q;MBiBp2 |
/QK BM Bb MQi bB;MB}+ MiX Hi?Qm;?i?2/Bz2 2MiB H2z2+iBb Kmi2/BM i
i?72 TQbBiBp2 bB;M bbQ+B i2/ rBi? i?Bb BMi2" +iBQM i2°K Bb +QMbBbi2M
i?72/Bz2 2M+2 #2ir22M ?B;? M/ HQrHQ /BMi?2; BM/QK BM Bb ?B;?2" i?
HQr /QK BMX

"v/2bB;M M/ bb?QrM BM "2bmHib-i?2 2tT2"BK2Mi + 2 i2b /Bz2 2M+
HQ /12 iK2Mib-#mi7mim 2 2tT2 BK2Mib b?QmH/ +QMbB/2  7m i?2  BM+ .
HQ /i bF /B{+mHiv7Q KQ 2bB:MB}+ Mi2z2+ibX AM //BiBQM- 7mim 2 bin
b?QmH/ BM+HmM/2 H “;2° #bQHmMi2 KQmMi Q7 H i2 T vK2Mib- r?B+? b?Q
"2bmHib "2; T/BM; i?2 /Bz2°2MiB H 2z2+iB7i?2i°'2M/ r2 b22 BM i?Bb 2tT2°
#bQHmMI2 H i2 T vK2Mi KQmMibX

Ky



e 272°2M+2b
#/2HH QmB-JX- ii2K - X 1X-"H2B+? Q/i->X UKkyyNVX 6AMIiI2 i2KTQ H i’
M2tT2'BK2Mi HK2 bm 2K2Mi Q7 /BiP2Qm @ MQ KBBHBRIwyi}Eo8V - 398@ 3eeX

*QMr v 2i HX-kyy8, *QMr v_X X-E M2J-"mMiBM; JXCX-> K# B+F .X
IM;H2 X gX Ukyy8VX 69gQ FBM; K2KQ v bT M i bFb, K2i?Q/QHQ;B+ H
Sbv+?QM "mHKyy8 P +icRkU8YV

.2+F-* "v- M/a H “C ?2/BX 6h?21z2+i Q7 *Q;MBiBp2GQ / QM 1+QMQ
am'p2v M/ L2r 1tT2 BK2MBXM 1+QMQK®B3 URpM&Y, Nd RRNX

: # Bt-s pB2'- M/ . pB/ G B#bQMX 6JvQTB M/ .Bb+QmMiBM;-6 kyRd X

>BMbQM- CQ?M JX- hBM GX C K2bQM- M/ S mH gq?BiM2vX 6O0AKTmMHEL
qQ FBM; J2KQQmMOM H Q7 1tT2 'BK2Mi H Sbv+?QHQ;v, G2 "MBMW-;MIRKQ V-
k UkyyjV, kN3 jyeX

G pB2L->B'bi -/26Q+F2°iCq-0B/BM; 1X86GQ /i?2Q v Q7 b2H2+iBp2
+QMi  @HIXT-Sbv+?QHKyYRMa2Tc RjjUjV, jjN@89X

GQ2r2Mbi2BM- :2Q7;2X 6 MiB+BT iBQM M/ i?2 o Hm iBQM Q7 .1G ul
h?2 1+QMQKB+ R@nmM®@XHj3d URN3dV, eeeX

J MB- M M/B- a2M/?BH JmHH BM i? M- 1H/ "~ a? }'- M/ CB vBM; w? C
*Q;MBiBp2 6mE+BRWMXOMQX eRIN UkyRjV, Nde 3yX

JmHH BM i? M- a2M/?BH- M/ 1H/ ~ a? - kyRjX da+ "+Biv, q?v > pBM;
Jm+?2Kar uQ ' F, >2M'v >QHi XQKT Myv

at+?QHi2M-J "+- M/ . MB2H _2 /X 6hBK2 M/ Pmi+QK2 6" KBM; BM AN
QzbXx&amM™ M H Q7 1tT2'BK2Mi H Sbv+?QHQ;v, G2 "MEBN;-MIQX Q@ W-KyNRj V¥ Q; N
RRNk RkRkX

h? H2'- _B+? /X 6aQK2 1KTB B+ H 1pB/2M+2 Q M+@ M QKBB+A Ms#2QiM btB b
3- MQX jURN3RYV, kyR dX

gQQ/7Q"/-JIB+? 2HX 6JQ/2HBM; AKT ' 2+BbBQM BM S2°+2TiBQM- 0 Hm

kR



TT2M/Bt

6B;m 2 R9 b?Qr i?2 /Bz2 2M+2 BM 7' 2[m2M+v Q7 2 "Hv +?QB+2 BM i?2 ;
HQbb /QK BMBM 7Q " i?2 ?B;? +Q;MBiBp2 HQ /;"QmTX 6Q 2t KTH2-i?2 #}
t@ tBb 4kXk8-v@ tBb 4yX9V K2 Mb i? ii?27°2[m2M+v Q7 +?QQbBM; i?2 2
Hi2 2r ' /BbOkXk8 BbyX97Q i?27?B;? +Q;MBiBp2HQ /; QmTci?2 #H +F/
t@ tBb 4@kX8y- v@ tBb 4yX3V K2 Mb i? ii?2 7°2[m2M+v Q7 +?QQbBM; i?
Hi2 HQbb Bb @0kX8y BbyX3 7Q i?2 ?B;? +Q;MBiBp2 HQ /; QmT

6B;m 2 R9X 6 2[m2M+v B7 1 "Hv *?2QB+2 BM i?2 >B;? *Q;MBiBp2 G

aBKBH "Hv-6B:m 2R8b?Qri?2b K2 +QKT "BbQM 7Q i?2 HQr +Q;MBiB
BMi2ti- +QMbBbi2Mi rBi? >y-r2b22i? i #2BM; BMi?2; BM /QK BM BM+"2 |
7Q° #Qi? i?2 ?B;? M/ HQr +Q;MBiBp2 HQ /;:°QmThbX

k k



6B;m 2 R8X 6 2[m2M+v B7 1 "Hv *?2QB+2 BM i?2 GQr *Q;MBiBp2 G(

" TT2M/Bt "

1tT2 BK2Mi H AMbi m+iBQMbD
g2 "2TQ'iBM TT2M/Bt"i?2 BMbi'm+iBQMb 7Q" 2T 2b2Mi iBp2 2tT2 BK2
i"2 iIK2MiX b /Bb+mbb2/ BM i?2 i2ti-i?2 2tT2TBKEMir b TQbi2/ QM

K]



k9



k8
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